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Abstract
In recent years, software packages for the management of biological data have rapidly been 
developing. However, currently, there is no general information system available for managing 
molecular data derived from both Sanger sequencing and microsatellite genotyping projects. 
A prerequisite to implementing such a system is to design a general data model which can 
be deployed to a wide range of labs without modification or customization. Thus, this paper 
aims to (1) suggest a uniform solution to efficiently store data items required in different 
labs, (2) describe procedures for representing data streams and data items (3) and construct 
a formalized data framework. As a result, the data framework has been used to develop an 
integrated information system for small labs conducting biodiversity studies.
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Abbreviations: 	 BLOB: binary large object, DIT: data integration table, DNA: deoxyribonucleic acid, GPS: global 
positioning system, PCR: polymerase chain reaction, UDI: unknown data items

Introduction
In biodiversity studies, modern genetic techniques using molecular markers are extensively 
applied in many labs. These markers, sometimes called DNA markers, are considered versatile 
tools for exploring genetic diversity (Vignal et al. 2002, Baumung et al. 2004, Rudd et al. 
2005). For instance, microsatellite markers and mitochondrial DNA markers are commonly 
used for assessing genetic structure (Rosenberg et al. 2001, Granevitze et al. 2007, Granevitze 
et al. 2009) and tracking ancestry through maternal lineages (Liu et al. 2006, Oka et al. 2007), 
respectively. This has resulted in relatively large amounts of heterogeneous data collected 
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and stored in labs over the years. Consequently, data analysis, retrieval and reuse are difficult 
and time-consuming since most operations are handled manually.

In practice, labs still use traditional methods to manage their data: paper lab books and file 
systems are major types of data storage; and spreadsheets are used as a typical means for data 
handling. From information collected in many labs, we summarize four issues which should be 
analysed for data integration. First, data streams (determining when and which data elements 
are created, recorded and retrieved) vary project by project and lab by lab. Second, most of 
the data is pipelined from one step to another. Third, data collected from various sources is 
stored in a variety of formats. Finally, data items required at each step in labs are not identical.

To address the above mentioned difficulties, several information systems (Jayashree et al. 
2006, Wendl et al. 2007, Schönherr et al. 2009, Weißensteiner et al. 2010) have been developed. 
However, none of them provides a general solution to meet the varying requirements of 
molecular genetics labs. Indeed, the data models of these systems have been designed to 
serve specific needs of a particular lab, and thus are difficult or even impossible to be used 
elsewhere. In this context, a data model should be designed at the general level so that it 
can meet basic needs of different labs while at the same time specific requirements are also 
considered.

Biodiversity studies are usually conducted through a series of basic steps as specified 
in textbooks or technical documents. At each step (e.g. DNA extraction, electrophoresis) 
a number of lab activities must be performed. Depending on the research objective, 
experimental method and lab infrastructure, labs use their own protocols or procedures to 
conduct the lab work. Therefore, data processing operations as well as data storage needs 
are different from lab to lab. Here, we aim to build a data framework for creating a general 
data model which can capture data derived from Sanger sequencing (Sanger et al. 1975, 
Sanger et al. 1977) and microsatellite genotyping experiments of biodiversity studies.

Therefore, the objectives of this paper are to (1) describe a method used to efficiently store 
data items in different labs, (2) present procedures for representing data items systematically 
and (3) create a formalized data framework for developing an integrated information system 
in the context of biodiversity studies.

Methods
Data storage architecture

Molecular genetics labs conducting biodiversity studies may require common data items 
to store and keep track of their samples and molecular data. However, with different 
technologies, machines and research objects, labs also need additional data items to meet 
their specific requirements. Even within a lab, the details of data storage vary among projects 
and researchers. The following is a simple example of data collection for storing information 
on individuals. Since all labs need minimum information such as individual ID, species and 
genetic group to carry out their biodiversity analysis, it is easy to make an initial list of those 
essential data items. The list may get updated by some labs which require extension like sex, 
photo, date of birth. Yet other labs may have even more specific data items such as color of 
plant, weight of animal, number of piglets or number of eggs. Therefore, the more labs are 
surveyed, the more data items will be suggested.
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The abstraction of the above observation leads us to proposing a three group classification, 
namely »core« (C), »extended« (E) and »specific« (S). Considering three labs only to build a 
common data framework will result in Figure 1. The challenge is now how to translate this 
abstract view into a real life database structure applicable to any lab.

Figure 1
An example of data collection from three labs: the data items are 
classified into three data groups so called »Core« (C), »Extended« (E) 
and »Specific« (S).

There are a number of ways to choose data items for creating a common data framework. The 
first is to focus on data items required in all labs. The second is to store all data items suggested 
in any lab. The former helps to create a compact data framework, thus implementing 
software more easily and faster. However, common and specific needs of most labs are 
ignored. Obviously, this shortcoming can be resolved in the latter, but it suffers from another 
drawback. Because of storing a large number of data items from all groups, the data model 
becomes bulky and inefficient. It not only costs more effort in software implementation but 
also creates complex interfaces with dozens of unused inputs on the entry forms. A better 
way is only to store all data items of groups »C« and »E« in the database. For group »S«, labs 
would need to customize the data model to store their own data items. This modification 
of the data model requires a hand from a programmer, who is rarely available in molecular 
genetics labs. Clearly, none of these ways is a proper solution. In addition, all of the above 
suggestions may be applied only if we know exactly the labs wanting to use the software.

In this paper, we aim to construct a data framework with a minimum set of data items. The 
data framework is built so that it can meet requirements of labs without customization. The 
following is our solution to address this issue.

Based on the principles of carrying out lab work in biodiversity studies, we can define data 
items in group »C« easily. This group consists of essential information such as identifications 
(e.g. sample ID), experimental results (e.g. gel image) to keep track of samples and molecular 
data which is available in each lab. The extended data items in group »E« are specified from 
our experience. They are most commonly used data items supporting information about the 
time (e.g. sampling date) or the person involved (e.g. action user). The information in this 
group helps to efficiently search data or make meaningful reports. However, not all elements 
may be available in each lab. Hence, the remaining work is how to determine the data items 
in group »S« which may be very different among labs.

To facilitate this effort, we consider our data framework at an abstract level constructed 
by two parts. The first one comprises all data items in two groups »C« and »E« and the second 
one consists of specific data items in group »S«. Obviously, the former can be identified while 
the latter is unknown. In other words, the core and extended data items can be explicitly 
defined and named but the rest (specific data items) are unpredictable. In order to find a 
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proper mechanism, we determine the reasons why lab users want to keep specific data 
items in the database. Here, their major reason is to have more information on the stored 
samples. Almost all data items in group »S« such as budget of the project, details of lab work, 
chemicals, PCR program, etc. are not used for searching and tracking data. Hence, the major 
objective is to somehow store these data elements as referable components to the objects 
of interest. Thus, instead of decomposing unknown data items (UDI), we suggest to hold all 
in a uniform data storage block. In terms of database modeling, such storage of UDI can be 
implemented via either a text block with variable length or a binary large object (BLOB). The 
text block is suitable for keeping information which can be described as character strings. 
The BLOB is a data type which can hold a variable amount of data in a relational database. 
Thus, any operating system file such as graphics, audio, video or documents can be stored 
directly into the database as a BLOB in a binary format. 

Representation of workflows

In order to capture data management requirements for the development of an information 
system, it is necessary to identify the business processes and the rules of data streams in a lab. In 
general, such processes can be described by various models such as Petri Net (Peterson 1981), 
Statecharts (Harel et al. 1997), TAMBIS (Baker et al. 1999), Regulatory Networks (Rzhetsky et 
al. 2000) and OPM (Dori 2002). However, Peleg (2002) stated that the workflow model of the 
Workflow Management Coalition (WfMC) (1999) is suitable for biological systems. Therefore, 
based on the workflow concept (Hollingsworth 1995), we define procedures for representing 
the workflows of biodiversity studies.

An information system is usually described in terms of business processes. Each reflects a 
specific subset of actions in the execution of scientific experiments. In biodiversity studies, 
for instance, DNA extraction and PCR amplification are considered two business processes 
which need to be described in form of workflows. The workflow approach in this case may 
be understood via four definitions as follows:
–  �Definition 1: A workflow describes the business process to be carried out in a lab, the 

order in which tasks are conducted, and the data items required in each task.
–  �Definition 2: A task is a data processing operation corresponding to a single unit of work 

performed within a workflow. A task might be a single task or a block task. A single task is 
a simple action, which has an atomic execution (i.e. one that cannot be divided into smaller 
executions). A block task is a complex action which is composed of a number of single 
tasks contributing to a given lab procedure. A block task is presented as a sub-workflow.

–  �Definition 3: A data item is a named data element in a given task. A data item may 
be an input or output element collected from any task in the workflow. An input might 
be descriptive information, a parameter, or an experimental protocol. An output might 
be an identification, an analytical result, or an output file generated from a machine or a 
software tool. A newly generated data item from a task should be considered an output 
if it is used as input in another task. But it is not required that all outputs of a task must be 
used elsewhere.

–  �Definition 4: The set of data items from all tasks in a workflow is termed workflow data. 
A collection of workflow data from all workflows makes up a common data framework 
which is the basis of a data model.



Truong et al.: Data framework for efficient management of sequence and microsatellite data in biodiversity studies54

We model a workflow as a directed graph made up of nodes and arcs. Each node describes a 
task performed within a lab. Arcs connect nodes and define the movement of data from one 
node to the next. A transition is a directed arc in the graph between two nodes.

A workflow can be presented by using six graphical notations as shown in Figure 2. Two 
types of rectangles (normal and rounded) are used to depict two kinds of nodes, single task 
and block task, respectively. The task name is displayed in the rectangle, representing the 
node. Arcs are presented by arrows. Solid arrows indicate a transition between two tasks, 
which is executed unconditionally, whereas dashed arrows specify conditional routing, 
meaning that some conditions must be met before the transition is carried out. A workflow 
must begin from a starting point, denoted by a white circle and finish at an ending point 
shown as a black circle.

Figure 2
Graphical notations for 
presenting workflows

Figure 3 presents three patterns used to reflect different tasks in a lab. In the sequence 
pattern (Figure 3a), a task is performed after the completion of the preceding one, without 
any condition. The control pattern (Figure 3b) allows a transition from a task to split into 
multiple branches. Each is a conditional transition, which is carried out if the conditions of 
that branch are matched. The last pattern (Figure 3c) is used when one or more tasks in the 
workflow are repeated.

Figure 3
Workflow patterns are used 
to construct workflows

Each workflow consists of many data items which should be listed in a uniform way. 
Therefore, we use a term so-called Data Integration Table (DIT) to describe data items in a 
single workflow. Each DIT is created for a workflow. Table 1 is a template for creating DITs. In 
this template, two first columns (task, data item) show the task numbers and the names of 
data items. The third column (type) specifies the type of data item. It receives one of three 
values (C: core, E: extended, S: specific). If a data item in a task is taken from another, it will be 
identified with a task number in the fourth column (from).
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Table 1
A template is used to produce DITs for workflows

Task Data item Type From

1.1 data item 1 C
1.1 data item 2 E
1.1 data item 3 S

1.2 data item 1 C 1.1
1.2 data item 4 E
1.2 data item 5 S

Results
In the context of biodiversity studies, workflows of DNA sequencing and microsatellite 
genotyping are represented in two levels. The first level is a general workflow with only 
block tasks. Each is described in details by a sub-workflow in the second level. All tasks in 
the workflows are labeled by an x.y pattern, where x stands for a workflow number and y is 
replaced by a task number within the workflow x.

General workflow

Basically, biodiversity studies execute a fixed number of blocks. Specifically, data stream 
follows a sequence of seven steps. Each step is a block task depicted by the general workflow 
in Figure 4.

Figure 4
General workflow of 
biodiversity studies with 
seven block tasks
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Each step has many data processing operations conducted in one time frame. The result of a 
step (output) is used as the input in the next step. Based on these features we can distinguish 
one step from the others to design the general workflow. In the following, each step is 
described and explained as a sub-workflow. Thus, there are seven workflows at the second 
level. Each workflow is mapped to a DIT (see Table 2 to Table 8). Our proposal for a common 
data framework has been submitted to three labs for evaluation. As can be seen from the last 
three columns in the DITs, the labs agreed with our definitions. The data items of a task are 
evaluated if the lab performs that task. For each data item, two symbols are used to indicate 
if the data item is needed (x: the lab requires such a data item; -: the data item is not needed).

Project definition

Biodiversity studies often deal with many samples collected from different genetic groups, or 
different localities of a certain species. A project is defined as research on a group of biological 
material, including original samples (e.g. blood, somatic cells) and DNA. The workflow in this 
step consists only of two single tasks (Figure 5.1). All data items of the workflow are given in 
Table 2. A project must be defined (task 1.1) before conducting other tasks. Each project has a 
unique name. Important information (e.g. objective of the project, expected results) is given in 
a description. Besides, a keyword used as a shortcut name and a duration for conducting the 
project are also suggested. Other details such as project manager, funding, resources, etc. may 
be stored in a UDI block. Once the project has been defined, it can start recording new samples 
in next step or reuse existing samples (task 1.2) from other projects. Therefore, for each sample 
in a project we need a data item reused to track if that sample is taken from another project.

Table 2
DIT for Workflow 1

	 Task	 Data item	 Type	 From	 1	 2	 3

	 1.1	 project id	 C		  x	 x	 x
	 1.1	 project name	 C		  x	 x	 x
	 1.1	 description	 E		  x	 x	 -
	 1.1	 keyword	 E		  x	 -	 x
	 1.1	 begin date	 E		  -	 -	 x
	 1.1	 end date	 E		  -	 -	 x
	 1.1	 udi	 S		  x	 x	 x

	 1.2	 project id	 C	 1.1	 -	 -	 x
	 1.2	 sample id	 C		  -	 -	 x
	 1.2	 reused	 E		  -	 -	 x

Sample recording

Here, samples are understood as original biological material (e.g. blood, tissue), which will 
be used for the extraction of DNA in the next step. The workflow for recording samples has 
five single tasks, as shown in Figure 5.2. The DIT for this workflow is given in Table 3. The first 
task (task 2.1) records the origin of sample. Core data items such as individual ID, species and 
genetic group are essential information of individuals which are sampled. Instead of storing 
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many different data items to specify characteristic, color, shape and size of each individual, 
we suggest a color photo with a scale. In order to record a location where the individual is 
sampled, we propose to use global positioning system (GPS). This way, only two floating 
point values including GPS latitude and GPS longitude are collected. Depending on the type 
of individual, several extended data items such as a description of variety for plants (task 2.2) 
or sire ID, dam ID, sex, date of birth for animals (task 2.3) are needed. To ensure recording 
other information, we use a UDI block to keep all additional data items for each individual.

Table 3
DIT for Workflow 2

	 Task	 Data item	 Type	 From	 1	 2	 3

	 2.1	 individual id	 C		  x	 x	 x
	 2.1	 species	 C		  x	 x	 x
	 2.1	 genetic group	 C		  x	 x	 x
	 2.1	 photo	 E		  x	 -	 x
	 2.1	 gps latitude	 E		  x	 -	 x
	 2.1	 gps longitude	 E		  x	 -	 x
	 2.1	 udi	 S		  x	 x	 x

	 2.2	 individual id	 C	 2.1	 -	 -	 x
	 2.2	 sire id	 E		  -	 -	 x
	 2.2	 dam id	 E		  -	 -	 x
	 2.2	 sex	 E		  -	 -	 x
	 2.2	 date of birth	 E		  -	 -	 x

	 2.3	 individual id	 C	 2.1	 x	 -	 -
	 2.3	 description	 E		  x	 -	 -

	 2.4	 project id	 C	 1.1	 x	 x	 x
	 2.4	 sample id	 C		  x	 x	 x
	 2.4	 individual id	 C	 2.1	 x	 x	 x
	 2.4	 material type	 C		  x	 x	 x
	 2.4	 unit amount	 E		  x	 x	 x
	 2.4	 action user	 E		  x	 x	 -
	 2.4	 production date	 E		  -	 x	 x
	 2.4	 udi	 S		  x	 -	 x

	 2.5	 sample id	 C	 2.4	 x	 x	 x
	 2.5	 storage location	 C		  x	 x	 x
	 2.5	 vessel type	 E		  -	 -	 x
	 2.5	 storage date	 E		  -	 -	 x
	 2.5	 udi	 S		  -	 -	 x

Many biodiversity projects are conducted with several hundred samples. Each sample is 
collected from an individual of a certain breed or a genetic group. Therefore, we need the 
triplet of core data items project ID, sample ID and individual ID to manage samples within a 
breed or among breeds of a given project. Main data processing procedure (task 2.4) is to 
record the type of material, the amount or unit of sample, an action user who collected the 
sample and an action date when the individual was sampled. Details regarding the procedures 
of sample collection and usage may be given in a UDI block. The final task in this workflow 
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(task 2.5) is to capture information on a physical storage location of the samples after they 
are put in storage (e.g. tanks or freezers). This information is provided as hierarchical data, 
possibly being different among labs. In addition to the storage location, we can store a type 
of vessel (e.g. straw, tube, filter paper) which is used to contain the sample and a storage 
date. Other additional information such as a donor who gave the samples, costs per sample, 
temperatures of tanks, etc. are given in a UDI block.

DNA extraction

DNA extraction is typically the prerequisite for all subsequent steps in biodiversity studies. 
The workflow for the extraction of DNA is depicted in Figure 5.3 and the DIT for this workflow 
is shown in Table 4. The first task in the workflow is to prepare the samples (task 3.1). Only 
two data items (project ID and sample ID) are needed at this task to track which samples of a 
project are used in a DNA extraction. Then, DNA is extracted and purified to obtain a certain 
volume (task 3.2), which is available for polymerase chain reaction (PCR) or further studies. 
Each DNA should have a unique identification (dna ID) linked to a sample ID. We suggest 
using a UDI block to store other details related to procedures in this task.

Table 4
DIT for Workflow 3

	 Task	 Data item	 Type	 From	 1	 2	 3

	 3.1	 project id	 C	 1.1	 x	 x	 x
	 3.1	 sample id	 C	 2.4	 x	 x	 x

	 3.2	 dna id	 C		  x	 x	 x
	 3.2	 sample id	 C	 3.1	 x	 x	 x
	 3.2	 volume	 C		  x	 x	 x
	 3.2	 udi	 S		  -	 x	 x

	 3.3	 gel image	 C		  x	 x	 x
	 3.3	 dna concentration	 C		  x	 x	 x
	 3.3	 dna purity	 E		  x	 -	 x
	 3.3	 dna id	 C	 3.2	 x	 x	 x
	 3.3	 sample id	 C	 3.1	 x	 x	 x
	 3.3	 lane	 E		  -	 x	 x
	 3.3	 validation	 E		  -	 x	 x
	 3.3	 action date	 E		  x	 x	 x
	 3.3	 description	 S		  x	 x	 x
	 3.3	 udi	 S		  x	 x	 x

	 3.4	 dna id	 C	 3.3	 x	 x	 x
	 3.4	 storage location	 C		  x	 x	 x
	 3.4	 storage date	 E		  x	 -	 x
	 3.4	 action user	 E		  x	 x	 x
	 3.4	 udi	 S		  -	 -	 x

The isolated DNA is usually checked to guarantee for both quantity and quality. This can be 
evaluated by using a spectrophotometer or determined by an agarose gel electrophoresis. 
The output of task 3.3 is gel images and DNA concentrations which may be stored along with 
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extended data items such as dna purity, action date. Besides, we also record information 
specifying samples shown up on the gel. Hence, each gel image is linked to a set of three 
data items (sample ID, lane, and validation). This information helps to retrieve the gel image 
which is useful to know whether the samples are valid or not. In addition, we suggest a UDI 
block for each gel image. Therefore, scientists can give additional text such as information 
of standards used in the gel or their ideas on the results obtained. The final task (task 3.4) is 
to capture information on the storage of DNA. Similar to the storage of samples, data items 
needed in this task are dna ID, storage location, storage date, action user and UDI.

PCR amplification

PCR amplification is a routine step in many molecular biology processes to produce many 
identical copies of a specific DNA fragment. The workflow, which is used to collect the data 
items in Table 5, is shown in Figure 5.4. There are three single tasks in this step. The first one 
is to prepare DNA samples (task 4.1). It relates to the retrieval and selection of DNA from 
the storage locations. In order to keep track of sample usage, the list of DNA samples (dna 
ID) amplified for a specific project (project ID) must be known. Depending on the research 
objective of each project, some lab work such as sample dilution, preparation of working 
solution, selection of PCR program, etc. are carried out. Since these lab procedures do not 
generate new data items, they are not considered tasks in this workflow. However, such 
information may be stored in a UDI block in the second task (task 4.2). An essential item in the 
second task is the information about markers used in the PCR. Because a multiplex PCR allows 
a simultaneous amplification of multiple targets on the same strand of DNA, more than 
one marker (or one pair of primers) should be recorded. For each electrophoresis, a unique 
amplification ID is required to group all related DNA samples using the same set of markers.

Table 5
DIT for Workflow 4

	 Task	 Data item	 Type	 From	 1	 2	 3

	 4.1	 project id	 C	 1.1	 x	 x	 x
	 4.1	 dna id	 C	 3.3	 x	 x	 x

	 4.2	 amplification id	 C		  x	 x	 x
	 4.2	 markers	 C		  x	 x	 x
	 4.2	 dna id	 C	 4.1	 x	 x	 x
	 4.2	 udi	 S		  x	 x	 x

	 4.3	 amplification id	 C	 4.2	 x	 x	 x
	 4.3	 gel image	 C		  x	 x	 x
	 4.3	 dna id	 C	 4.2	 x	 x	 x
	 4.3	 lane	 E		  -	 x	 x
	 4.3	 validation	 E		  -	 x	 x
	 4.3	 udi	 S		  x	 -	 x

In principle, the results of PCR reactions are PCR products. However, labs do not keep these 
products for a long time and discard them once the final data is obtained. For that reason our 
data framework excludes the information on the storage of PCR products. But the details of 
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PCR validation are still needed (task 4.3). As the validation of DNA samples in the previous 
workflow, here the PCR products are also checked by an agarose gel electrophoresis. 
Consequently, the DIT of this workflow has similar data items as required in the previous one 
(Figure 5.3): gel image, dna ID, lane, validation, and UDI.

Electrophoresis

The PCR products obtained in the previous step (Figure 5.4) are prepared to perform the 
process of electrophoresis in this step (Figure 5.5). Firstly, we record the selection of DNA 
amplified by PCR to carry out the lab work (task 5.1). An electrophoresis id is also needed 
for each electrophoresis to group all analysed samples. For different purposes, labs may use 
same or different DNA sequencers (e.g. LI-COR Biosciences [Lincoln, NE, USA], ABI [Applied 
Biosystems, Foster City, CA, USA], Beckman Coulter [Pasadena, CA, USA]) to conduct the 
electrophoresis. This leads to the difference of the methods used among labs or projects. 
Therefore, the purpose and method of the electrophoresis (e.g. DNA sequencing by 
using polyacrylamide gel electrophoresis or microsatellite genotyping by using capillary 
electrophoresis) are extended data items in this task. There is some lab work related to 
the preparation of samples, for instance, creating working solutions. These lab procedures 
are not considered tasks because no useful data items are needed. However, if lab users 
require other information for such operations, we suggest using a UDI block here to store all 
additional information.

The result of the electrophoresis process is electrophoresis product consisting of data 
files, i.e. raw data. Therefore, the final task (task 5.3) of this workflow is to capture these 
files. Since different sequencers may generate different types of raw data (e.g. gel images, 
chromatogram files), a uniform storing method is needed. In this manner we also suggest 
using a UDI block to store all raw files in any format in the database. Extended data items of 
this task are action user, electrophoresis date and software which should be used to view 
and analyse the original raw data. Other specific information can be kept in the UDI block.

Table 6
DIT for Workflow 5

	 Task	 Data item	 Type	 From	 1	 2	 3

	 5.1	 project id	 C	 1.1	 x	 x	 x
	 5.1	 amplification id	 C	 4.2	 x	 x	 x

	 5.2	 electrophoresis id	 C		  x	 x	 x
	 5.2	 dna id	 C	 3.3	 x	 x	 x
	 5.2	 method	 E		  x	 x	 x
	 5.2	 purpose	 E		  x	 x	 -
	 5.2	 udi	 S		  -	 x	 x

	 5.3	 electrophoresis id	 C	 5.2	 x	 x	 x
	 5.3	 product	 C		  x	 x	 x
	 5.3	 action user	 E		  x	 x	 x
	 5.3	 electrophoresis date	 E		  x	 x	 x
	 5.3	 software	 E		  -	 x	 x
	 5.3	 udi	 S		  x	 -	 x	
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Microsatellite analysis

This step deals with the handling of raw data to obtain microsatellite results. Microsatellites 
or simple sequence repeats (SSRs) are defined as loci where short sequences of DNA are 
repeated. Figure 5.6 and Table 7 describe the workflow and its DIT, respectively. First, the 
electrophoresis products generated from sequencers are visualized and analysed in lane 
analysis programs (e.g. RFLPscan [Scanalytics, Waltham, MA, USA], GeneMapper [Applied 
Biosystems, Foster City, CA, USA] – task 6.1). The output of these programs is scored alleles. 
Consequently, for each marker one pair of alleles (allele 1 and allele 2) is stored (task 6.2). 
Besides, a UDI block should be used to keep additional information.

Table 7
DIT for Workflow 6

	 Task	 Data item	 Type	 From	 1	 2	 3

	 6.1	 project id	 C	 1.1	 x	 x	 x
	 6.1	 electrophoresis product	 C	 5.3	 x	 x	 x

	 6.2	 dna id	 C	 3.2	 x	 x	 x
	 6.2	 marker	 C		  x	 x	 x
	 6.2	 allele 1	 C		  x	 x	 x
	 6.2	 allele 2	 C		  x	 x	 x
	 6.2	 udi	 S		  x	 x	 x

Sequence analysis

DNA sequencing is the process of determining the nucleotide order of a given DNA fragment. 
The workflow in Figure 5.7 depicts this analysis process to obtain final sequences. Raw 
sequences generated from sequencers are usually checked in alignment analysis programs 
(e.g. AlignIR [LI-COR Biosciences, Lincoln, NE, USA], CodonCode Aligner [CodonCode Corp., 
Centerville, MA, USA] – task 7.1). In some cases, these sequences need to be validated. The 
validated sequences are stored for subsequent analyses steps (task 7.2), whereas failed 
sequences are potentially redone. Thus, for each DNA sample (dna id) we store a marker 
name and a consensus sequence. Other information may be given in a UDI block. The data 
items of this workflow are shown in Table 8.

Table 8
DIT for Workflow 7

	 Task	 Data item	 Type	 From	 1	 2	 3

	 7.1	 project id	 C	 1.1	 x	 x	 x
	 7.1	 electrophoresis product	 C	 5.3	 x	 x	 x

	 7.2	 dna id	 C	 3.2	 x	 x	 x
	 7.2	 marker	 C		  x	 x	 x
	 7.2	 sequence	 C		  x	 x	 x
	 7.2	 udi	 S		  x	 x	 x
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Figure 5
Sub workflows with single tasks

Discussion and conclusions
The purpose of this paper is twofold. First, it aims to promote the idea of classifying data 
into three groups and using UDI blocks to store all lab specific information, and second, to 
concretely present data streams and data items required in biodiversity studies via workflows. 

Obviously, for database normalization, most data items in two groups »C« and »E« can be 
mapped to the properties of entities in a conceptual data model or the columns of tables 
in a logical data model via their names. The data framework with all items in both these 



Archiv Tierzucht 56 (2013) 6, 50-64 63

groups meets the basic needs of molecular genetics labs. Besides, the storage of additional 
data items as text blocks or BLOBs makes the data framework flexible to cover specific 
requirements in a wide range of different labs.

In addition, we also suggest to store the raw data files as BLOB in the database instead 
of decomposing them in different tables. The drawback is that it is difficult to search the 
data items inside the file. However, for archival purposes, this solution is superior since the 
original data files can be read by analysis software. Moreover, it does not require additional 
development effort to support specific future formats of data files, possibly created from 
new sequencer machines. Thus, the data framework can be used without modification.

The workflow approach is a useful method for describing data streams of repeatable work 
in which data is pipelined from a step to the other. Through the graphical representation of 
workflows, complex lab procedures have been simplified and modeled as understandable 
tasks. The workflows, which have been designed in this paper, focus on data streams of DNA 
sequencing and microsatellite genotyping projects. At each task, the details of data items 
are presented via DITs in a uniform way. In conclusion, the data framework created in this 
study is the basis to design a general data model in the context of data storage of biodiversity 
studies (Truong et al. 2011). The workflows and DITs have partly specified the use cases which 
contribute considerably to software implementation.
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